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Abstract
In this paper, the concept of structural information is presented. The
mathematical foundation of the concept is put forward. The nature of
information encoded in a structure is studied. The method of calculat-
ing the amount of structural information is introduced. An application
to analysis of cognitive maps is presented and discussed.
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1. Introduction

In contemporary science, information is supposed to be one of
the fundamental components of reality (Barreiro et al., 2020;

Krzanowski, 2020a,b). Both the physical character of information
and its reference to other basic concepts in physics, for instance mate-
rial structures and energy, are studied intensively (Krzanowski, 2022;
Krzanowski and Polak, 2022; Mścisławski, 2022; Polak, 2022). Fur-
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thermore, generation and processing of information are commonly
regarded as the foundations of the life phenomenon (Smith, 2000;
Nurse, 2008; 2020; Davies, 2019). Information is put as the crucial
concept in definitions of life (Bielecki, 2015; 2016; Davies, 2019),
first of all in the studies of the problem that are based on cybernetics
(Korzeniewski, 2001). Also in cognitive psychology, human infor-
mation processing is placed at the center of cognitive psychology
(Lindsay and Norman, 1972). Research interest in information has
resulted in valuable scientific results. Starting with Shannon’s clas-
sic results, in which he studied the problem of transmitting signals
through a noisy channel and in this context he defined the measure
of the amount of information (Shannon, 1948), through the work
of Kolmogorov, who studied the amount of information in an algo-
rithm (Kolmogorov, 1965), to the works of modern philosophers who
consider the concept of information in various contexts, including
possible applications (Bateson, 1951; Smith, 2000; Burgin, 2011;
Ebeling and Feistel, 2015; Davies, 2019; Schroeder, 2019b).

On the other hand, signal and information processing in living
systems, not only in the neurophysiological aspect (Tadeusiewicz,
2010) but also on the subcellular level and in the context of networks
of interacting nets of processes, are investigated (Kauffman, 2019,
chap.5). In such approaches strong references to logics and molecular
cybernetics can be observed (Boniolo et al., 2023; Spirin, 2002).

Studies on information often lead to the conclusion that the con-
cept of information is indeed related to the concept of structure (Bur-
gin, 2011; Bielecki, 2015; Bielecki and Schmittel, 2022; Tao et al.,
2021). The concept of information discussed in this article falls within
this line of research. In the subsequent section the mathematical aspect
of the concept of structural information is presented. The definition
of this type of information is introduced and the method of calculat-
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ing its amount, based on the idea of organization (Hellerman, 2006),
is put forward. Although the concept was originally worked out as
the tool for studies of the life phenomenon, it is also useful for the
study of information in different areas of scientific interest. In this
paper the concept is applied to cognitive maps that were obtained dur-
ing research on the borderline of psychology and management—see
section 3.

2. Formulation of the concept of structural
information

The very idea presented in this section was outlined in (Bielecki, 2015)
and presented in (Bielecki and Schmittel, 2022) in which structural
information was introduced. In this section the concept is clarified,
refined in detail, discussed and complemented with definitions of two
sorts of existential information.

Information is generated on a set by relations on this set. Let
X be a finite n-element set, let us call it the base set. The information
generated by the mere fact of the existence of this set is the number
of its elements. In this context, assigning one bit of information to
a single-element set is intuitive because in this case we provide the
smallest possible piece of information. Thus, the amount of this type
of information, let us call it node existential information and denote
this amount as 𝐻ndex, can be defined as

𝐻ndex = log(𝑛+ 1), (1)

where log denotes log2. The above formula is consistent with the
entropy formula used in physics for a system that can be in one of N
states. Thus, the node existential information Index is the number of
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elements of the base set X. Let a relation ℛ be given on X. The relation
generates the directed graph (digraph, for abbreviation) G(X,ℛ)= (V,E)
in a such way that it has n nodes that represent the elements of the
set X (the set X, is therefore, simply, identified with the set V of
the nodes of the graph), whereas E is the set of directed edges. Two
nodes are connected by a directed edge if the elements represented
by these nodes satisfy the relation, i.e. (x,y) 𝜖 E if xℛy. On a given
set a few various relations can be specified, among others labelling
that has a specific meaning in this context (for details see Bielecki
and Schmittel, 2022). The above idea concerning the fundamental
relationship between the relation on a set and the graph has a classical
rank today (Carnap, 1928). Intuitively, structural information is the
structure of the generated graph. In formal terms, it is necessary
to specify precisely the mentioned structure of the graph. For this
purpose, let us define the metric on the connected component of
a digraph. The distance between two nodes is the minimum number of
steps needed to go from one node to another along edges, regardless
of their orientation. As a consequence, a closed node-ball with center
at the node x and radius r, where r is a natural number, is a subgraph
composed of the node x, all nodes that can be reached from x in the
above described way in at most r steps, and the edges of the graph
that connect the nodes obtained in this way. An example of a ball on
the given digraph is presented in Fig.1.

As it has been mentioned, the information is the structure of the
digraph generated by the relation. This structure can be described by
the balls. Formally, the node structural information Inode on the set
X, generated by the relation ℛ on this set, is the set of all node-balls
on the graph G(X,ℛ). Let us consider two nodes that belongs to the
same connected component of the graph and all node-balls in the
centers in these nodes. If all node-balls of equal radii are isomorphic,
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Figure 1: The node-ball of radius 1 centered at a grey node. The node-ball is
a subgraph composed of the grey node, white nodes, and grey edges.

meaning they are isomorphic graphs and the isomorphism transforms
the center of one ball to the center of another, then the nodes are, by
definition, indistinguishable. Otherwise, they are distinguishable. To
sum up, the node structural information enables to distinguish the
nodes of G(X,ℛ). Indistinguishability of the nodes is an equivalent
relation on V (and on X, as a consequence) and equivalent classes
generates organization on X (see Hellerman, 2006). Consequently, the
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amount of node information 𝐻node generates by ℛ on n-elementary
set X is given as

𝐻node = −𝑛

𝐾∑︁
𝑘=1

𝑛𝑘

𝑛
log

𝑛𝑘

𝑛
. (2)

In formula (2) K denotes the number of equivalent classes and nk

denotes the number of elements in the k-th class. If there are a few rela-
tions on X, let us set ℛ1,. . . , ℛm, then all the intersections of the form
𝑌𝑘1

∩. . .∩𝑌𝑘𝑚
, where 𝑌𝑘𝑖

denotes the ki-th equivalence class in the
i-th relation, generate the new partition of X and formula (2) is applied
to this new partition. Let us note that supplementing the approach
presented in (Bielecki and Schmittel, 2022) with node existential in-
formation is necessary, because otherwise sets with a different number
of elements on which there would be no relation would generate the
same amount of information, in both cases equal to zero, which would
be counterintuitive.

The node structural information is insufficient because three di-
graphs that have the same number of nodes: the one without edges,
the cyclic one and the complete one would have the same amount of
information in each case equal to zero (each two nodes are indistin-
guishable) that would be a nonsense result. Therefore, let us introduce
edge information. As in the case of node information, we will define
edge existential information as information introduced by the fact that
a graph has a certain number of edges, let us say m. Amount of this
type of information 𝐻edex is given as

𝐻edex = log(𝑚+ 1) (3)

Thus, the edge existential information 𝐼edex is the number of edges
in graph 𝐺(𝑋,ℛ).
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As it was specified above, information is a structure of the graph
generated by a relation. However, it may happen, for example, that
two graphs have the same number of both nodes and edges, and
in both cases all nodes are pairwise indistinguishable, but in one
graph the edges are indistinguishable, while in the other some edges
are distinguishable. Example of such graphs is presented in Fig.2.
Therefore, it is necessary to define the edge structural information in
similar way as the node structural information was introduced.

(a) Graph G1 (b) Graph G2

Figure 2: Two graphs that have the same number of nodes and edges and
the same amount of node information and the same amount of both type of
existence information but different amount of edge information.

So let us define edge-balls on the digraph G=(V,E). An edge
ball of radius 1 and a center in the edge (u,v)𝜖E consists of the
nodes u,v, the edge (u,v) and the edge (v,u) if it belongs to E. The
edge-ball of radius n and the center in the edge e𝜖E is obtained by
completing the edge-ball that has the same center and radius n-1 by
all edges adjacent to the nodes of the ball and by completing the nodes
that are adjacent to the added nodes. Two edge-balls are, by defini-
tion, isomorphic balls if they are isomorphic as the graphs and the
isomorphism transforms the center of the one to the center of another.
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Two edges are indistinguishable if they belong to the same connected
component of the graph and all edge-balls of centers in these edges
and equal radii are isomorphic edge-balls. Otherwise, the edges are
distinguishable. Indistinguishability of edges of a given graph is an
equivalent relation of the set of the graph edges, so it introduces parti-
tion of the set of edges. Amount 𝐻edge of edge information is given
as

𝐻edge = −𝑚

𝑇∑︁
𝑡=1

𝑚𝑘

𝑀
log

𝑚𝑘

𝑀
, (4)

where m denotes the number of edges, T denotes the number of
equivalent classes, mk denotes the number of edges in the k-th class
and M is the number of the complete graph that has the same number
of nodes. If it is assumed that the relation is antireflexive, then M=n(n-
1). Otherwise, M=n2. Formally, the edge structural information Inode

on the set X, generated by the relation ℛ on this set, is the set of all
node-balls on the graph G(X,ℛ).

Returning to the example presented in Fig.2 for both graphs we
have: Hndex = log 6, Hedex = log (11) and, taken into consideration
that in both graphs each two nodes are indistinguishable, Hnode =0.
In graph G2 each two edges are indistinguishable, so Hedge=0. In
graph G1 edges denoted by bold arrow and by dashed arrow are
distinguishable, because balls of radii 2 are not isomorphic—see
Fig.3. For G1 on the set of its edges we have the partition (5,5)(20)
and, as a consequence, Hedge = -10 · 2 · (5/20) log (5/20) = 10.

Let us notice that edges generated by various relations have dif-
ferent labels, so amount of edge information generated by various
relations will add up.

Let us summarize the proposed concept. Information is generated
on a given finite set X by a relation defined on this set, which can be
easily generalized to a finite number of relations. This relation, in turn,
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(a) The ball with the center in bold
edge and radius 2

(b) The ball with the center in
dashed edge and radius 2

Figure 3: The balls with centers in bold and dashed edges and radius 2

generates a structure that is supported by the elements of the set. The
generated structure is a graph whose form is information. This infor-
mation can be formalized by introducing a metric into the generated
graph, which, in turn, allows to define two types of balls—vertex and
edge ones. Said balls define different types of structural information
introduced by the said relation. Let us discuss the introduced sorts of
information.

Node existential information is given by the number of elements
of the set X, on which the information is generated by a relation or
relations on it. This sort of information determines upper boundary of
the amount of structural information that can be generated on X.

Edge existential information is given by the number of edges in
the graph generated by a given relation on X. This sort of information
determines what part of the possibility of generating information on
X was utilized by a given relation.
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Node structural information determines which elements of the
set are related to each other and how the introduced relation differen-
tiates the elements of the set in the context of the overall structure, i.e.
the graph generated by this relation.

Edge structural information determines the character of a given
relationship between two specific elements in the context of the whole
information generated by the introduced relation on X.

Thus, the information introduced by a relation on a base set is
constituted by existential information, which consists of node exis-
tential information and edge existential information, and structural
information, that consists of node structural information and edge
structural information.

3. Some remarks about the proposed concept of
information

Let us discuss some aspects and nuances of the proposed concept
of information. Research on structured information is conducted in
a broad field in philosophy. Mathematical tools are often used for this
purpose (Schroeder, 2019a). At the most general level, the concepts
of structural information, usually in mathematically oriented studies,
are related to the concept of distinguishability-indistinguishability
of elements of a given set (Schroeder, 2019b), which is sometimes
connected with operational aspect of information (Bateson, 1951). In
physical and biological aspects, structural information is considered
as a physical property represented by the spatial and temporal config-
uration of matter and follows the laws of physics (Ebeling and Feistel,
2015; Davies, 2019). The effect of the large number of research di-
rections on structured information is, among other things, the fact
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that the term structural information is used with different meanings,
depending on the research context. In this paper the term structure has
only mathematical meaning and concerns the form of the generated
graph G(X,R) and, in particular, it should not be confused with the
meaning used in physics, cosmology and in some contexts of philoso-
phy (see, e.g., Burgin, 2011). The presented concept of information
seems to be pioneering. Therefore, it is hard to point out papers in
which the key terms are used in similar meaning. Nevertheless, the
idea of structural information is rooted in the Hellerman’s concept of
organization (see Hellerman, 2006; 2016).

The possibility of generalizing the presented concept is an im-
portant problem in the philosophical and mathematical aspect. At
the present stage, the proposed concept has been developed for finite
sets and binary relations. For finite sets and non-binary relations, it is
enough to use hypergraphs (Berge, 1989) instead of classical graphs.
Generalization to the case of infinite sets is a much more serious
problem. First, it should be emphasized that the concept in its present
form was developed for specific biological and biochemical applica-
tions (Bielecki, 2015; Bielecki and Schmittel, 2022), where infinite
sets do not occur. Furthermore, it demonstrates utility in cognitive
maps problems, where infinite sets do not occur neither. Therefore,
its application possibilities and formalization were more important
than purely philosophical aspects. Returning to the problem of gener-
alization to the case of infinite sets, instead of the number of vertices
in the graph, a certain measure should be used, which is undoubtedly
feasible. However, a significant difficulty will be replacing the graph
with some other mathematical structure that will generate appropriate
equivalence classes. At the present stage, it is impossible to determine
whether this is doable.
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It should be stressed that the structural information cannot be
reduced to quantitative aspect. The presented approach does not intro-
duce such reductionism. The form of the generated graph represents
the qualitative aspect of structural information, whereas the way of
calculating its amount is its quantifying aspect.

Information, in general, has both ontological and epistemological
dimensions. Referring to the ontological aspect, the situation is ana-
logue as with energy that, from the most general point of view, can
be kinetic or potential, which has far-reaching consequences for its
agency. It seems, that in the context of diversity of information, reality
is much richer than in the context of various forms of energy. In addi-
tion to the four types information defined in the paper—two structural
and two existential—there exists at least information generated by
possible node labelling—see also remarks at the end of Section 4.
Additionally, information generated by the fact that the generating
relation is the used one is the another type of information but, in this
case, is not structural. Referring to the epistemological aspect, node
and edge information point at the various aspects of the form of the
generated graph, the form of which is information generated by the
relation defined on the base set.

4. Application to cognitive maps

As it was mentioned in the first section, the presented concept of
information was dedicated to studies that concern life processes. It can
be, however, successfully utilized to cognitive maps. This application
is initially discussed in this section. Thus, the research that was used
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to create the analyzed cognitive maps, is described in subsection 3.1.
In the subsequent subsection application of the proposed concept to
analysis of cognitive maps is described.

4.1 Cognitive maps in psychology, management and
philosophy

The problem of legitimate methods of knowing the world and the
adequate representation of knowledge about the world is a classic
issue of epistemology. Until the end of the 19th century, it was consid-
ered only in the context of human cognitive abilities. In the 20th and
21st centuries, these issues included research on the perception of the
world by animals and the representation of the world in the context of
autonomous robots (see, e.g., Bielecki, 2021). In this context repre-
sentation by using cognitive maps and various logical representations
are studied. The discussion of this stream of scientific investigation in
philosophical aspect is presented in (Rescorla, 2009).

Authors of Visible thinking (Brysson et al., 2004) start their book
with the statement that thinking really matters. So having an explicit
picture of the thinking process and the concepts would be a revolution-
ary step to revealing, analysing and improving the thinking process.
Cognitive maps are the first candidate for such endeavour. Although
the first cognitive maps were attributed to William James, their first
confirmed use was done in 1948 (Tolman, 1948). At that time these
were cognitive space representations located in hippocampus. Con-
ceptual maps as we view them now only started with George Kelly in
1955. He compared human beings to scientists who are continuously
making hypothesis, formulating theories and checking them empiri-
cally. According to Kelly, we are continually carrying out experiments
to explain our surrounding reality. We do this to better navigate our
life. Kelly’s idea had a huge influence on researchers concerning cog-
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nitive processes. Whole trend to study naive theories became a tool of
studying conceptual changes concerning children and youth, what had
serious consequences for education (Kuhn, 1989; Vosniadou, 1996).

Unfortunately, that research had either general character (e.g.,
Kruglansky, 1980) or concerned theories of core domains having basic
meaning for human life (mainly physics concepts, natural concepts,
theories of mind, etc.), or connected with teaching individual subjects
at school.

Testing causal maps as cognitive constructs was also applied in
developmental psychology—its action was conditioned there with
help of mathematical tool—Bayes’ network. It was a trial to under-
stand process of creating causal connections (Gopnik, Glymour et al.,
2004). Psychologists not only want to know rules of passing on the
knowledge, as it is in the theory of social learning (Bandura, 1977),
but also want to understand the mechanism of gaining new knowledge
indirectly derived from world’s observation. Of course children do
not know anything about any maps. Those maps have tacit character;
they are only a construct, which is seen and later on conditioned by
scientists. Modelling like that allows for computer simulation and
generating analogous “behavior” of systems with applications, among
others, in robotics (Chaib-draa, 2002).

Research like this is carried on yet in children from the age of 30
months. For example, a specific arrangement of simple objects on the
stand with a detector evokes a sound signal and researchers observe
how children come up with an idea of when this sound is occurring
(Gopnik, Sobel et al., 2001). Those researches are very general so
they are useful in organizational diagnosis only in limited scope.
Gopnik is a ruthless opponent of directly asking tested persons about
causal connections. As she wrote (Gopnik, Glymour et al., 2004), she
is almost sure that adults would have made a mistake if they were
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directly asked to give causal connections, even if they had done well
in tasks requiring these connections. It means that people are not able
to directly judge their cognitive constructs. It is worth taking note
of the fact that accepting constructivist assumptions concerning how
the mind works does not mean that they are also supporters of the
second from the proposed approaches—domain specificity, meaning
the belief that it is hard to talk about general rules of building cause-
result connections in isolation from content. Some researchers see
the relationship between the map and the real world. For instance
Leslie states that “the infant is a specialized processor of information
with an architecture that (in part) reflects properties of the world”
(Leslie, 1994). Such ontological references are infrequent. Usually
cognitive maps are simply treated as educational or management tools
in disciplines such as education (Moon et al., 2011; Barton et al.,
2016), management (Brysson et al., 2004; Lengyel and Sarah, 2023),
economy (Voss et al., 1986) and on leadership (Offermann, Kennedy
and Wirtz, 1994). In cognitive social psychology, there is a whole
tradition of research concerning a general understanding of the world,
systems thinking, organizational diagnosis (Bielecki and Nieszporska,
2019; Bielecki and Stocki, 2010; Laukkanen, 1998).

A great step in the use of cognitive maps was done after intro-
duction of a popular software for generating and sharing cognitive
maps (Novak and Cañas, 2006). As a result today there are servers
all around the world which host results of research and educational
tools based on Cmaps.1 In real analysis of concepts with the use of
cognitive maps, we encounter the problem of complexity of such
maps. For instance in the study of positive concepts of mental health,
Iasiello et al. (2023) after review of all the relevant literature arrived

1 See https://cmap.ihmc.us/cmapserver/
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at 155 measures and 410 original constituent dimensions. These were
reduced to a set of 21 themes. Figure 4 shows an example of an expert
map of an effective cooperative.

The concept of structural information, and particularly its analytic
opportunities related to balls of different diameter might allow focus
on such a huge 410 (Iasiello et al., 2023) or 40 elements map in Fig.4
without the necessity to synthesize it.

4.2 Application the concept of structural information to
cognitive maps

How people think in the economic context, and particularly in man-
agement has a direct impact on companies’ success. No wonder,
management is one of the domains that uses the tool such as map anal-
ysis most often. Preliminary results indicate that managers’ cognitive
maps, may impact the decision making process and, as a result, suc-
cess of a company. Thus, investigation of the structure and complexity
of such maps can be fruitfully applied in psychology of management.
The example of cognitive maps obtained during these studies is pre-
sented in Fig.5. The managers were asked to draw cognitive maps on
which the notion responsibility was the starting point. On the cogni-
tive map it was necessary to place all the concepts that the concept
of responsibility affects or which have an impact on responsibility. It
was also necessary to take into account the mutual influence of the
placed concepts.

The presented concept of information, at its current, initial stage,
is not a tool powerful enough to study the structure of natural language
utterances, much less the meaning of utterances. Nevertheless, it is
sufficient to study the structure of cognitive maps without analyzing
their lexical content. Let us consider two cognitive maps obtained
during the investigations described in subsection 4.1 presented in
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Figure 4: An expert map of an effective coopertive (Stocki, n.d.).
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Fig.5. An arrow on the cognitive maps means that notion A affects
notion B. This is a relation in the sense of the concept of structural
information. The graphs generated by the said relation generates the
graphs shown in Fig.6. The filled nodes correspond to the utterance
responsibility, that was the starting point of the studies.

Responsibility

Submission to
supervisors

Decision
making

Action
Leading a team

of people

Response to
problems

Responsibility

Loyalty

Honesty

Tolerance

Responsibility for
other employees

Professionalism

Figure 5: Examples of two cognitive maps obtained during investigations
described in subsection 4.1.

(a) Graph G1 (b) Graph G2

Figure 6: The structure of cognitive maps presented in Fig.5. The numbers in
parentheses in graph G2 denote indegree and outdegree of the node.
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Let us consider graph G1 presented in Fig.6(a). It consists of six
nodes and five edges, thus—see formulae (1) and (3) we have

𝐻ndex = log 7 ≈ 2.8,

𝐻edex = log 6 ≈ 2.6.

The filled node is distinguishable from any other whereas the
others are pairwise indistinguishable. Thus, on the set of the nodes we
have partition (5,1) (in the Hellerman sense) and, as a consequence

𝐻node = −6

[︂(︂
5

6

)︂
log

(︂
5

6

)︂
+

(︂
1

6

)︂
log

(︂
1

6

)︂]︂
≈ 3.9.

It is obvious that all edges are pairwise indistinguishable, so

𝐻edge = 0.

Graph G2 consists of six nodes and thirteen edges, so

𝐻ndex = log 7 ≈ 2.8,

𝐻edex = log 14 ≈ 3.8.

In graph G2 each two nodes are distinguishable. Indeed, apart
from two nodes, all others have pairwise different bi-labels that en-
coded indegree and outdegree of the node—see Fig.6(b). Thus, they
are pairwise distinguishable. Two nodes that have bi-label (2,2) are
also distinguishable because the node-balls of radius 1 and centers at
these points are not isomorphic. The one of two node-balls is a sub-
graph that consists of the nodes labeled as (2,2), (3,4), (2,3) and six
edges connecting them. The second one consists of the nodes labeled
as (2,2), (3,4), (3,2) and five edges connecting them. Since the num-
bers of edges in two these balls are different, the node-balls are not
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isomorphic. As a consequence, the partition in the Hellerman sense
of the set of nodes is (1,1,1,1,1,1) and

𝐻node = −6

[︂
6

(︂
1

6

)︂
log

(︂
1

6

)︂]︂
≈ 15.5.

In graph G2 each pair of edges are distinguishable because for
any two edges it is not true that bi-labels of the nodes from which the
edges originate are equal and it is not true that bi-labels of the nodes
to which the edges enters are equal. Furthermore, let us notice that
in the context of the considered cognitive maps self-reference of the
relation has no sense, so it is natural to assume that M=n(n-1)=6·5=30.
So, we have a partition in the sense defined in (Bielecki and Schmittel,
2022) equal to (1,1,1,1,1,1,1,1,1,1,1,1,1)(30) and, as a consequence,

𝐻edge = −13

[︂
13

(︂
1

30

)︂
log

(︂
1

30

)︂]︂
≈ 27.7.

Thus, graphs G1 and G2 have the same amount of node existential
information. Graph G2 has, however, significantly more amount of
edge existential information—3.7 bites versus 2.6 bites. Furthermore,
amount of structural information is far more greater in graph G2—
15.5 versus 3.9 bites in the case of node structural information and
27.7 versus 0 bites in the case of edge structural information.

As it has been mentioned, at the current stage of studies it is im-
possible to conduct deep lexical analysis in the frame of the proposed
concept. Nevertheless, labeling could be introduced to distinguish the
central term in the analyzed maps—responsibility—from the other
terms. In the case of two analyzed maps, however, such labeling does
not provide any additional information. In fact, in the case of graph
G1 it would distinguish the central notion from the other ones, but
it is already distinguished with the partition of the set of the nodes
introduced by the considered relation. In the case of graph G2 all
nodes are distinguishable by the considered relation.
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It should be stressed that in the context of structural information,
labeling is not arbitrary, but encodes information about the nature of
the elements of the base set. Labeling by the common label the atoms
of the same chemical elements is a typical example (see Bielecki
and Schmittel, 2022). In this paper, in the analyzed cognitive maps,
the term responsibility is highlighted as the base term provided by
the researcher to which referred all other terms used by the person
being examined. Therefore, without falling into the trap of lexical
meaning, it was proposed to label this word with a unique label as
a concept having a unique status in the study. The remaining vertices
were labeled with a different label, but all with the same one. This
labeling was done in order to distinguish the base term without going
into lexical analysis.

5. Concluding remarks

Let us summarize the proposed concept of information and the pre-
sented example of its application. The concept of information at the
current stage of the studies is formulated in purely mathematical way.
The definitions of various types of information have been put forward
and their basic properties have been specified. This was done with care
for formal correctness and completeness. Although the concept was
originally dedicated to applications for analysis of biological struc-
tures and processes (see Bielecki, 2015) and was preliminary tested by
using to analysis of molecular cybernetics (see Bielecki and Schmittel,
2022) it turned out that the concept is also applicable to analysis of
cognitive maps. As for the analyzed example of applications, formal
analysis of such maps with the assistance of structural information
concept allows the researchers to go beyond from the simple analysis
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of the map content to the analysis of the maps structure and complex-
ity. As is visible in the example above, we can, for instance, analyze
the role of the central concept of responsibility in detail showing that
in the first map if removed, it disintegrates the structure of the whole
graph, whereas the same removing of the central concept from the
second graph causes only partial disintegration of the structure of the
graph. This means that in critical moments in the decision making
process, when some important aspect is undermined, the first manager
may have no indication how to behave whereas the second one may
reconstruct the decision with the help of a substitute. Such formal
analysis of the concepts make visible properties of our thinking that
were, so far, treated as tacit. Furthermore, the proposed approach
allow the researcher to calculate precisely amount of information in
the cognitive maps.

Bibliography

Bandura, A., 1977. Social Learning Theory. Englewood Cliffs: Prentice Hall.
Barreiro, C. et al., 2020. The third construct of the universe: Information.

Foundations of Science, 25(2), pp.425–440. https://doi.org/10.1007/
s10699-019-09630-7.

Barton, A., Eussen, J., Lardjane, S. and Nuutinen, A.M., 2016. Mind maps
and concept maps in Education: Draft Version. University Bretagne Sud.
Available at: <http://web.univ-ubs.fr/lmba/lardjane/draft-1.pdf> [visited
on 16 February 2024].

Bateson, G., 1951. Information and codification: philosophical approach. In:
J. Ruesch and G. Bateson, eds. Communications: The Social Matrix of
Psychiatry. New York: Norton, pp.168–211.

Berge, C., 1989. Hypergraphs: Combinatorics of Finite Sets, North-Holland
mathematical library, 45. Amsterdam; New York: North Holland.

https://doi.org/10.1007/s10699-019-09630-7
https://doi.org/10.1007/s10699-019-09630-7
http://web.univ-ubs.fr/lmba/lardjane/draft-1.pdf


The concept of structural information and possible applications 179

Bielecki, A., 2015. The general entity of life: a cybernetic approach. Biologi-
cal Cybernetics, 109(3), pp.401–419. https://doi.org/10.1007/s00422-
015-0652-8.

Bielecki, A., 2016. Cybernetic analysis of the phenomenon of life. Philo-
sophical Problems in Science (Zagadnienia Filozoficzne w Nauce), (61),
pp.133–164. Available at: <https://zfn.edu.pl/index.php/zfn/article/view/
361> [visited on 17 February 2024].

Bielecki, A., 2021. The systemic concept of contextual truth. Foundations of Sci-
ence, 26(4), pp.807–824. https://doi.org/10.1007/s10699-020-09713-w.

Bielecki, A. and Nieszporska, S., 2019. Analysis of healthcare systems by
using systemic approach. Complexity, 2019, pp.1–12. https://doi.org/10.
1155/2019/6807140.

Bielecki, A. and Schmittel, M., 2022. The information encoded in structures:
Theory and application to molecular cybernetics. Foundations of Science,
27(4), pp.1327–1345. https://doi.org/10.1007/s10699-022-09830-8.

Bielecki, A. and Stocki, R., 2010. Systems theory approach to the health care
organization on national level. Cybernetics and Systems, 41(7), pp.489–
507. https://doi.org/10.1080/01969722.2010.511533.

Boniolo, G., D’Agostino, M., Piazza, M. and Pulcini, G., 2023. Molecular bi-
ology meets logic: Context-sensitiveness in focus. Foundations of Science,
28(1), pp.307–325. https://doi.org/10.1007/s10699-021-09789-y.

Brysson, J., Ackermann, F., Eden, C. and Finn, C., 2004. Visible Think-
ing: Unlocking Causal Mapping for Practical Business Results. Ed. by
J. Bryson.

Burgin, M., 2011. Information in the structure of the world. Information
Theories and Applications, 18(1), pp.16–32. Available at: <https://www.
semanticscholar.org/paper/INFORMATION-IN-THE-STRUCTURE-
OF-THE-WORLD-Burgin/c0a122a3c6fc62fc394e0e1e90003e12eed
47bf0> [visited on 17 February 2024].

Carnap, R., 1928. Der logische Aufbau der Welt. Berlin-Schlachtensee:
Weltkreis-Verlag.

https://doi.org/10.1007/s00422-015-0652-8
https://doi.org/10.1007/s00422-015-0652-8
https://zfn.edu.pl/index.php/zfn/article/view/361
https://zfn.edu.pl/index.php/zfn/article/view/361
https://doi.org/10.1007/s10699-020-09713-w
https://doi.org/10.1155/2019/6807140
https://doi.org/10.1155/2019/6807140
https://doi.org/10.1007/s10699-022-09830-8
https://doi.org/10.1080/01969722.2010.511533
https://doi.org/10.1007/s10699-021-09789-y
https://www.semanticscholar.org/paper/INFORMATION-IN-THE-STRUCTURE-OF-THE-WORLD-Burgin/c0a122a3c6fc62fc394e0e1e90003e12eed47bf0
https://www.semanticscholar.org/paper/INFORMATION-IN-THE-STRUCTURE-OF-THE-WORLD-Burgin/c0a122a3c6fc62fc394e0e1e90003e12eed47bf0
https://www.semanticscholar.org/paper/INFORMATION-IN-THE-STRUCTURE-OF-THE-WORLD-Burgin/c0a122a3c6fc62fc394e0e1e90003e12eed47bf0
https://www.semanticscholar.org/paper/INFORMATION-IN-THE-STRUCTURE-OF-THE-WORLD-Burgin/c0a122a3c6fc62fc394e0e1e90003e12eed47bf0


180 Andrzej Bielecki, Ryszard Stocki

Chaib-draa, B., 2002. Causal maps: theory, implementation, and practical ap-
plications in multiagent environments. IEEE Transactions on Knowledge
and Data Engineering, 14(6), pp.1201–1217. https://doi.org/10.1109/
TKDE.2002.1047761.

Davies, P., 2019. The Demon in the Machine: How Hidden Webs of Informa-
tion Are Solving the Mystery of Life. Chicago, IL: University of Chicago
Press. Available at: <https://press.uchicago.edu/ucp/books/book/chicago/
D/bo45084244.html> [visited on 17 February 2024].

Ebeling, W. and Feistel, R., 2015. Selforganization of Symbols and Infor-
mation. In: G. Nicolis and Vasileios Basios, eds. Chaos, Information
Processing and Paradoxical Games. World Scientific, pp.141–184. https:
//doi.org/10.1142/9789814602136_0009.

Gopnik, A., Glymour, C. et al., 2004. A theory of causal learning in children:
Causal maps and Bayes nets. Psychological Review, 111(1), pp.3–32.
https://doi.org/10.1037/0033-295X.111.1.3.

Gopnik, A., Sobel, D.M., Schulz, L.E. and Glymour, C., 2001. Causal learn-
ing mechanisms in very young children: Two-, three-, and four-year-olds
infer causal relations from patterns of variation and covariation. Devel-
opmental Psychology, 37(5), pp.620–629. https://doi.org/10.1037/0012-
1649.37.5.620.

Hellerman, L., 2006. Representation of living forms. Biology and Philosophy,
21(4), pp.537–552. https://doi.org/10.1007/s10539-005-9009-3.

Hellerman, L., 2016. The animate – inanimate relationship. International
Journal of General Systems, 45(6), pp.734–746. https://doi.org/10.1080/
03081079.2015.1123708.

Iasiello, M. et al., 2023. What’s the Difference Between Measures of Well-
being, Quality of Life, Resilience, and Coping? An Umbrella Review
and Concept Map of 155 Measures of Positive Mental Health. (preprint).
PsyArXiv. https://doi.org/10.31234/osf.io/s96mr.

Kauffman, S.A., 2019. A World Beyond Physics: The Emergence and Evolu-
tion of Life. New York, NY: Oxford University Press.

Kolmogorov, A.N., 1965. Three approaches to the quantitative definition of
information. Problemy Pieredachi Informatsii, 1(1), pp.3–11.

https://doi.org/10.1109/TKDE.2002.1047761
https://doi.org/10.1109/TKDE.2002.1047761
https://press.uchicago.edu/ucp/books/book/chicago/D/bo45084244.html
https://press.uchicago.edu/ucp/books/book/chicago/D/bo45084244.html
https://doi.org/10.1142/9789814602136_0009
https://doi.org/10.1142/9789814602136_0009
https://doi.org/10.1037/0033-295X.111.1.3
https://doi.org/10.1037/0012-1649.37.5.620
https://doi.org/10.1037/0012-1649.37.5.620
https://doi.org/10.1007/s10539-005-9009-3
https://doi.org/10.1080/03081079.2015.1123708
https://doi.org/10.1080/03081079.2015.1123708
https://doi.org/10.31234/osf.io/s96mr


The concept of structural information and possible applications 181

Korzeniewski, B., 2001. Cybernetic formulation of the definition of life.
Journal of Theoretical Biology, 209(3), pp.275–286. https://doi.org/10.
1006/jtbi.2001.2262.

Kruglansky, A., 1980. Lay epistemologic process and contents: Another look
at attribution theory. Psychological Review, 87(1), pp.70–87. Available
at: <https://www.academia.edu/7445739/Kruglanski_A_1980_Lay_
epistemologic_process_and_contents_Another_look_at_attribution_
theory> [visited on 19 February 2024].

Krzanowski, R., 2020a. Ontological information. investigation into the prop-
erties of ontological information. Praca doktorska. Kraków. Available
at: <http://bc.upjp2.edu.pl/dlibra/docmetadata?id=5024> [visited on
17 February 2024].

Krzanowski, R., 2020b. What is physical information? Philosophies, 5(2),
pp.9–22. https://doi.org/10.3390/philosophies5020010.

Krzanowski, R., 2022. Ontological Information: Information in the Physical
World. Vol. 13, World Scientific series in information studies. Hackensack,
New Jersey: World Scientific. https://doi.org/10.1142/12601.

Krzanowski, R. and Polak, P., 2022. Ontological information—information
as physical phenomenon. Proceedings, 81(1), p.21. https://doi.org/10.
3390/proceedings2022081021.

Kuhn, D., 1989. Children and adults as intuitive scientists. Psychological
Review, 96(4), pp.674–689. https://doi.org/10.1037/0033-295X.96.4.
674.

Laukkanen, M., 1998. Conducting Causal Mapping Research: Opportunities
and Challenges. In: C. Eden and J.-C. Spender, eds. Managerial and
Organizational Cognition: Theory, Methods and Research. London;
Thousand Oaks, Calif; New Dehli: Sage, pp.168–191.

Lengyel, D. and Sarah, M.-G., 2023. Capturing ERM Lessons Learned from
the Covid -19 Pandemic through Concept Mapping. SSRN Scholarly
Paper. Rochester, NY. https://doi.org/10.2139/ssrn.4381266.

Leslie, A.M., 1994. ToMM, ToBY, and Agency: Core architecture and domain
specificity. In: L.A. Hirschfeld and S.A. Gelman, eds. Mapping the
Mind. 1st ed. Cambridge: Cambridge University Press, pp.119–148. https:
//doi.org/10.1017/CBO9780511752902.006.

https://doi.org/10.1006/jtbi.2001.2262
https://doi.org/10.1006/jtbi.2001.2262
https://www.academia.edu/7445739/Kruglanski_A_1980_Lay_epistemologic_process_and_contents_Another_look_at_attribution_theory
https://www.academia.edu/7445739/Kruglanski_A_1980_Lay_epistemologic_process_and_contents_Another_look_at_attribution_theory
https://www.academia.edu/7445739/Kruglanski_A_1980_Lay_epistemologic_process_and_contents_Another_look_at_attribution_theory
http://bc.upjp2.edu.pl/dlibra/docmetadata?id=5024
https://doi.org/10.3390/philosophies5020010
https://doi.org/10.1142/12601
https://doi.org/10.3390/proceedings2022081021
https://doi.org/10.3390/proceedings2022081021
https://doi.org/10.1037/0033-295X.96.4.674
https://doi.org/10.1037/0033-295X.96.4.674
https://doi.org/10.2139/ssrn.4381266
https://doi.org/10.1017/CBO9780511752902.006
https://doi.org/10.1017/CBO9780511752902.006


182 Andrzej Bielecki, Ryszard Stocki

Lindsay, P.H. and Norman, D.A., 1972. Human Information Processing: An
Introduction to Psychology. New York; London: Academic Press.

Moon, B.M., Hoffman, R.R., Novak, J. and Canas, A., eds., 2011. Applied
Concept Mapping: Capturing, Analyzing, and Organizing Knowledge.
Boca Raton, [FL]: CRC Press.
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